6/8/2011

Distributed convex Belief
Propagation

Amazon EC2 Tutorial

Alexander G. Schwing, Tamir Hazan, Marc

Pollefeys and Raquel Urtasun



Alexander G. Schwing, Tamir Hazan, Marc Pollefeys and Raquel Urtasun

Distributed convex Belief
Propagation

Amazon EC2 Tutorial

Introduction

This document briefly describes the required steps to run the distributed convex Belief Propagation
algorithm on an Amazon EC2 cluster. We assume an Amazon Web Services (AWS) account. Further we
recommend the following two links:

e http://docs.amazonwebservices.com/AmazonEC2/gsg/2007-01-19 /putty.html

Note that you can apply for free AWS credits using the first link.

Creating a reference machine

We first sign into the AWS management console using our AWS account by browsing to aws.amazon.com.

amazon
‘webservices™
Aws Bruducts Developers Community Sunport Account

Amazon Web Services Sign In

ou may sign in using your existing Amazon account or you can create a new account by selecting "I am a
new user”

My -l addrass Is: [Frchena@int ath ok

Figure 1: Sign in using AWS account
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After changing to the EC2 Tab the screen looks similar to Figure 2, where we press the “Launch Instance”
button.

Suppart | Asount welcome, Alexander schwing  Setings  Sign oot

o ClowdFront | CloudFarmatinn BDS  §45

My Resol

To start using Amazon EC2 you will want to launch 3 witual server, known as an Amazan EC2 instance. ous ara using the fallowing Amazon EC2 resources in the US: East (Viginia) regon

Launch Instance |

Mate: Your instances will launch i the LS East (Virginial regian.

@ 0 Elastic Ps

5 1E8S Snapshat
& 2 security Growps
@ 1 Placement Group

LERLULLY

0 Load Balancers

Related Links
Curvent Status

R @ smacon £c2 (s East -, virgio) Sarvio s opeeating normaly
 Snapshots  View compets sarce heahh detsls

> Key Paics

© 2008 - 2013, Amaton Web Seres LLC o s fises. Al ight eserved. | Feadback | Support erivay boliy | Terms of Uss | AN SmazORGOM. comgany

Figure 2: After logging in to AWS and changing to the Ec2 tab page.
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A window appears where we choose the Community AMIs (Amazon Machine Image) tab, type “hvm” into
the text box to restrict the search range and sort according to platform such that Linux based systems are
shown first. We obtain a screen looking similar to Figure 3. Here we select the image named
“amazon/EC2 CentOS 5.4 HVM AMI” which is based on Cent OS.

by cicking 5 Select buzton

ek stor | [y s | [Ty
D e | — 1 < twsmetremme > O
wa0

Footbevce  Manifest Pisttorm

Tbsta 5 Bhont

66 & Cort 05
6t & Cont 05

)

&8 Cemt 05

8 cen0s
411003282317 RightLink_CentOS 5.4_464 546+ & Cent OS
3 Com 05
* Com 05
 Con 05
TSy  OthrLinue
 otherLinee

0 nstance. Ses AWS frée tar for complete detais and tarms

Figure 3: Choosing an Amazon machine image.

Next we specify the machine settings such as type (Figure 4) “cc1.4xlarge”, placement group which we
named “cluster” (Figure 5). The keys (Figure 6) can be left empty.

Request Instances Wizard

o}
[ -
datails o yaurinstanceds). fou may akso deride whether 70U wart 1 launch your instances as “or-demand” or
number of nstances: [T availabilty zones  [iis Prafeance 7]
{nstance Type: st Comread lec1 4uage, 21 88)
& Launch Instances

EC2 Instances ot yau pay for computs capacity by tha haur with no long tarm commitmants, Thi transforms what are
Comencriy large fiued CEts ko much smaler vanable costs,

€ Request Spot Instances.

© Launch Instances Into Your Virtual Private Cloud

Figure 4: The Machine type.
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Request Instances Wizard

oot auaMI WSTANGE DETARS.
Pmber of Instances: 1
Availobllity Zone: 1o Brefarance

Advanced Instance Options

011 3 ENEE 1 lsunch CIUBSS COmLES INGESNCss i 3 PIacament roup by SIther rowiding 3 nam nam for one £ b crastsd
ar seledtno ane of 1 greugs. Tou can o enter dats
that wil be avaiable fram yaur inzsances arce they Launch.

Placement
Grous;

|
Stratewy cluster

Manltoring: ™ enssie Clauwates dessind anitoris for thisinstsece
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User Data:

[=[e—
T exvention againet sccdsoial termessian

[S5rB] chasse the bensvior uhen th instance s shtdomn from within the instance.

[eonn T

Figure 5: The placement group.

Request Instances Wizard
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that help you organize, search, and browse your resources, For example, you Could define a tag with key = Hame and vae
- aleng with an op for aach key. Far mora

s, 58 1 Dara TS i the £c2 Lner G,
R R ==
Hame. x

L

Add snother Tag, (Masemum of 10)

Figure 6: Key and value pairs.
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Next we need to create a login key. We specify the name “amazon-hpc-1” and download the respective file
named “amazon-hpc-1.pem” as indicated in Figure 7.

Request Instances Wizard

-

Bubicorvats K8y s Sl Y0UTO SECUTSI FEATESE B oL MSTnce SRer ISunchas To rsets 3 Keh G, snEer & e 20

Cih Cranta & Dawnlnad your Ky Pair ot wil o be sramiid i care the ovats har o pout Somcier- Kot o6 oy

b o DF Ot S S Yo W 23 GaPIoy At o o L2 o

€ Choose from your existing Key Pairs

® Create a new Key Pair

1. Enter  name for your key pair:= [amazoripeT (e, iducber)

2. Clck to create yaur key pai*
R crsate & Daventond our key B

€ Proceed without a Key Pair

Figure 7: Generating and downloading the login key.
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Afterwards, we have to change the firewall settings such that we can login after all. This is done on the
next screen, which looks similar to Figure 8. We create a new security group named “hpc” and allow
inbound traffic from any source on port 22 (SSH).

Request Tnstances Wizard

© Choose one or more of your existing Security Groups
& Create a new Sscurity Group

Graup Nome. [ r—
B E—
Inbound Ralos

Createa  [San

raw rule;

E

{25, 192160 20024, sy-4Taddade, or
L23S6700 k]

Figure 8: The firewall settings.

We finally review the chosen settings (Figure 9) before launching the machine.

= 2w the inform tien below, then cick Launch,
AME % Cont 08 ML ID ami-Tea4all (x86_64) Edit AML

Numbr of Instances: 1
Avoilability Zone: 1 prafersrcs.
Instance Type: Clister Coraute (c01 4Har0)
Instance Class: or Demand

Plocement Groum: cluster
Steateoy: cluster
Monitoring: Cisstied Termination Protection: 0t
Tenancy: st
User Data: Edit Advanced Detals

Key Paic Name: amazon-hac-1 Edit Koy Par

Security Groupls); sqg-a2b32ech Edit Frawal

Figure 9: Reviewing the settings.
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It will take a while till the requested machine is available and accessible. If working on a Windows
computer we can meanwhile convert the obtain key file (amazon-hpc-1.pem) to a PuTTY compatible
version by following the steps described in

. Essentially we load the *.pem file with PuTTYgen (File -> Load private key) and save it
again as amazon-hpc-1.ppk via File -> Save private key. To efficiently log into the machines we use the
PuTTY authentication agent (Pageant) by pressing the “Add Key” button, choosing the converted *.ppk
file and hitting close.

Now we are ready to log into the machine provided by Amazon. To this end we use ssh or a compatible
client, e.g. PuTTY. For PuTTY we allow agent forwarding as illustrated in Figure 10.

# PuTTY Configuration 2| x|
Cateqone:
[=]- Terminal ;I | Options controlling S5H authentication |
- Keyboard
- Ball ™ Bypass authertication entirely [S5H-2 anly)
= W Zeatures  Authentication methods
=] "window
.. Appearance v Attempt authentication uzsing Pageant
. Behaviour [T Attempt TIS or CryptoCard auth [S5H-1]
- Tranzlation ¥ Atternpt "keyboard-interactive’ auth [S5H-2)
ég:gﬁrn — Authentication parameters
El- Connection ¥ Allow agent forwarding
- Data [T Allow attempted changes of usemame in S5H-2
- Prowy Frivate key file for authentication:
- Telnet I Browsze. .. |
- Rlogin
- 55H
Eew
TTY
11
i Tunnels
..... Bugs: ;I
About | Help | | Open I Lancel

Figure 10: Allowing agent forwarding in PuTTY.
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Once the machine is available (to be able to log in might take a while) we can log in by using the Public
DNS name displayed on the Instances page of the EC2 tab as illustrated in Figure 11.

Praducts | Developers | Community | Suppart | Aot

Wenlcoma, Alexandar Schming
VPC | CloudWateh | Elastic Mapkeduce | CloudFront | Clowlfermation BDS &S

sutoon | 3ign ot
o oo ]
Reglon: W Losen naterce  mstwnes Acsons v
B mmacs -
| - T L] Wiaming: [l Instances. =l [Atnstance Types ][
 EC2 Dashbioand Hame

Instance A0 Root Device  Type
R | ey ameTeszéal?  ss

T sowtios | Zrwren | @ bep
Status Security Groups  Ney Pair Name  Manitaring
il Fbesncat

cel auiwae @ g hpe smatontel b

€ € amiciimmnas > ¥
Virtmalization  Placemont it Graup
v

1802 lnstance selected Thet
T @ ECZ Instance: 11
 Load Balancers

Koy pairs Dascriptian | Morstering || Tags

i 0

Secarity Groups:

zame: usesse b
- L adarge
staws:  nne a ase733167002
wee 1o:
Source/0ast. check: hum
Placement Groug, cust rboa1S3dd
RaM Disk 10: Platfarm:
Key Pair Name smazon-hoc-t Kerme 10 -
AMI Launch Indes 0
Kout Device: Hevsscal
Uifecycle: nomal

€ 2008 - 2011, Amazan Web Sarvi

Tarms of Use

|
AN SmaZONCOM. company

Figure 11: The machine and its Public DNS name.
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We paste the name into the ssh client as illustrated in Figure 12 and hit the Open button.

2 PUTTY Configuration ed 4
Categony:
= S_essiu:un = | B aszic options for pour PuT T session |
i Logging _ 3 -
] Specify the destination you want to connect to
[=1- Termninal
- Keyboard Host Mame [or IP address] Part
- Bel |4-?3-1 44-25 compute-1. amazonaws. con |22
- Features Connection type;
= Window " Raw  Telhet © Rlogin & SSH ¢ Serial
- Bppearance B i
.. Behaviour Load. zave or delete a stored session
. Tranzlation Saved Sessions
- Selection I
Eu:ulu:uyrs Default Settings Load |
= Connection =
- Data Save |
- Prosy
- Telret Delete |
- Rlogin
- 55H
ex e Cloze window on exik;
Auith £ Ahwaps O Mewver ™ Only on clean exit
e TTY
ol hd
Abot | Help | | Open I LCancel

Figure 12: PuTTY with the Public DNS name.
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On a Unix like operating system we log in via the following commands using the appropriate DNS name:

e chmod 400 amazon-hpc-1.pem
¢ ssh -a -i amazon-hpc-1.pem root@ec2-184-73-144-25.compute-1.amazonaws.com

Logged in as root, we should obtain a console similar to Figure 13.

2 key "imported-openssh-key"

Welcome to an ECS Public

[]_'l:u:lt.Ei. ip-10-17-19

Figure 13: The console of our Amazon EC2 machine.
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Setting up the reference machine

First we need to install three required packages. This is done via the following three commands:

e yum install openmpi
e yum install openmpi-devel
e yum install gec-c++

Afterwards we adjust the path. We first find the folder where the binary files are installed using
e rpm -ql openmpi-devel | grep bin

and make sure to add the 64bit folder to the path via (in our case):
e PATH=/usr/lib64/openmpi/1.4-gcc/bin:$PATH

Next we copy the files using SCP (PSCP on Windows) from our local machine. The respective commands
read as follows:

e pscp -i amazon-hpe-1.ppk deBP.zip root@ec2-184-73-144-25.compute-1.amazonaws.com:
e scp -i amazon-hpc-1.pem dcBP.zip root@ec2-184-73-144-25.compute-1.amazonaws.com:

We also need to copy the key file which follows above command and (on a linux machine) reads as

e scp -i amazon-hpc-1.pem amazon-hpc-1.pem root@ec2-184-73-144-25.compute-
1.amazonaws.com:.ssh

while making sure that the part after the @ is the Public DNS name of our machine and the files are in the
same folder as our current working directory. Otherwise the paths need to be modified accordingly. After
a successful transfer we unpack the archive and compile the algorithm on the Amazon machine using

e unzip dcBP.zip
e cddcBP
e make

Finally we need to modify the SSH settings of the Amazon machine to allow for agent forwarding.
Therefore, we run the following commands:

e cd~

e chmod 400 .ssh/amazon-hpc-1.pem

e cat << EOF > .ssh/config
ForwardAgent yes
IdentityFile ~/.ssh/amazon-hpc-1.pem
EOF

To check that we can login to the Amazon machine from the machine itself without any password, the
following should work:

11 °




Alexander G. Schwing, Tamir Hazan, Marc Pollefeys and Raquel Urtasun

e ssh localhost

Now we are done with our reference machine and can log out.
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Setting up the Cluster

To start the multiple machines of our cluster we return to the AWS management console, choose the
currently running instance and create an image as illustrated in Figure 14.

L]

Prr—— ity | Suppart | Accont

Welkome, Alenander Schwing | Sxnge 21 out

Nama * insianen Secuity Groups Koy PairHamo  Monissing  Viewaizasion  Placemant Grosp

P ey |l e oo matanbpet bk b e
e
>
» snapshots
PETmaRKING B SECUNITT
Secarity Groups
Placesmant Groaps
Elastic 195
Lasd Balancers
Ko Pairs
Enatla Detataa Mentorrg
LECE Instance sebected j
@ EC2 Instance: I-b=adledl
Duseription || Manitaring | Tags
amian: [r— zane: [rp—
Security Growps: hee o w1 bdmge
status: running Oviner: aser3sisTIn |
@ 2098 2031, Amaton wes Sanices L or s e Al ngntrearoes, | resdback | Supsart | priccyeaier | Tarmsstore | AR amagoncom company

Figure 14: Creating a machine image.

We give the image a descriptive name as depicted in Figure 15 and start the process.

Greate Image

Instance i i-baacic:
Tmage Name®;
mage Description:
The mstancs yeurs using 35 3 template for 3 new imags has 1he folowing
mes:
o fdew/sda1, vol-6T4GTENN (20 GB], wil delste an tarmination
Total size of E8S voumes ) 20 e,

Wwhan you create an EBS irage an EBS snapshot wil dsa ba creatad for aach
of the abave valumes,

st This mane | o concel Recuired Fukd

Figure 15: Choosing a name for the image.
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This process can take a while and we can observe the status at the AMIs page of the EC2 tab (accessible
through the navigation area on the left hand side) as illustrated in Figure 16.

Wl aws.amazon.com WS | Products | Davelopars | Communty | SUPBORE | ACUNT Welcome, Alexander Schming  Setings  Sion 0ut
Elostic Beanstalk $3 (02| VPG CloudWatch Elastic Hapheduce CloudFront | CloudFarmation HOS | 8%
Amazon Maching Imagas
Region: [ry——— (3 srowbise | 2 Ramesn || 6 Hep
B USRS = ||| iy [Ovened By e =l [ Fiartorns =] [ I € imaisimms 3 3]
+ €2 Doshboard Nama * AMIID Saurce Ouwnar Visibiliy  Status Plaorm oot Devien  Virwalizatian
msTances W s dBTecd | ABETINBTONNPC AEETIIEIEC | Private boendng (N Onher Linus sbs. m
> Instances
> Spot Reauests
> Reserved Instances
ELASTIC BLOCK STORE
+ Volumes,
? Smapshats
WETWORKING & SECURITY
+ Security Graups
+ Placement Groups
+ Elastlc 1Ps
+ Luad Balancers
+ Key Pairs
0 EC2 Amaron Hachine Images selected
Sslect an image above
Filas. Al ig dbark | Suppart

Ferms cfuse | AN AMAZONCOM Company

Figure 16: The status of the machine image.

After its completion we can launch an exact replica of the first machine by right-clicking the machine
image and hitting launch as illustrated in Figure 17.

Wi swsamazomcam  AWS | Freducks | Deveupess | Commundy | Suspert | Acsaurk

Weleome, Alewander Schwing | Sesng om0

Elastic Beanstall: 53 Ci: | WL | Cleudwstch | Elastic Mapheduce | Cloudrraat | ClasdFormatisn DS | w5

wegien: Wlmrcn | ikt | G Pt e 08| G Do | Pemiaims T mmtin || Mabean || @t
e[ Domed By e 5] [ o 5[ € tmisran 3 3
Name * Source e Vilblity  Stabs Platorm  HootDevics  Viewsallzation
(4 ST e | SBTSITIRNPG TR Pt @ maistle () CtberLimae_ e o

Faguast

Edi Parmissins
De-registar aM

1 EC2 Amazon Hackine Image setected

. hnamazencom company

Figure 17: Starting another machine.
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We choose the number of additional machines we want to start (one in our case), the correct placement
group (Figure 18), the respective ssh key pair (Figure 19), and the appropriate Firewall settings (Figure
20) where we choose the previously created security group named “hpc.”

Request Tnstances Wizard

Nuewbee af lnstances:
Availobillty Zonw: o Preference

Advanced Instance Options
laurih Clustar

orowding 3 new rama far

or arver data

T Enabie ClowdWach dbaled meniering for thisinstance
Codebionstcharges wl 4ppi)

e
Behavior:

fack

Figure 18: The placement group.

# Choose from your existing Key Pairs
“Your extsting Key Pairs®: [Szerie 3]
€ Create a new Key Pair

 Proceed without a Key Pair

Figure 19: The ssh key pair.
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Request Instances Wizard

585, Tou Ma S8 30 84SHN SEEUTY rouD,
1 th supgastad ports beiow. Ad

© Choose one or more of your existing Security Groups

]
(selucted groups: s3-azb2zeck)

€ Create a new Sccurity Group

Figure 20: The firewall settings.

After a while we should have two machines running as illustrated on the instances page of the EC2 tab
(see Figure 21).

Welcame, Aloxander Schuing  Setings  Sign Out
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» Bundle Tasks
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1162 Instance selected ﬂ
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Figure 21: Two running machines.

Before logging in we still need to make sure that the members of our cluster can communicate with each
other. To this end we have to modify the settings of our “hpc” security group. We choose Security Groups
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in the Navigation bar on the left hand side and mark the “hpc” group. On the Inbound tab at the bottom of
the page we create three new rules by selecting one after the other “All TCP,” “All UDP,” and “All ICMP.”
As Source we specify “hpc” each time, and click the Add Rule button. We finally apply the rule changes by

hitting the respective button. The modified “hpc” security group should look similar to the illustration in
Figure 22.
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Welcome, Alenander Schwing  Sstings  Sign Out
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» EC2 Dashboard Name WPCID Description
[ — F Ot blabla
+ Instances @ defeut defaut group.
> Spat Requests
» Reserved Instances
MacES
» AMIs
» Bundle Tasks
ELASTIC BLOCK STORE
» Volumes
» Snapshats
NETWQRKING B SECURITY
» Security Graups
» Elastic s
» Placement Groups
> Load Balancers
* Key Pairs
1 Security Group selected
& Security Group: hoe
Details Inbound
N IS [ — ] LG

new rule: Port (Service) Source

Action
I — sg-a2hazeeh (hpe) Dalats
sg-azb22ce (hpc)

(6.0., 192 166.2.0/24, 594724828, oF =
1734567880/ dafaul)
- 59 cob (hpe) Delate
YT (55H) 0.0.0.0/0 Delats
uoe
[PepiyRuls Crange port (service) Source Action
0- 65535 sg-azb22cch (hpc) Delste
2008 - 2013, Amazon Web Services LLC or ts s¥ilates, All ight reserved. | Feedback

Suppom | erwacyeolicy | Termacfuse AN amAZonNcom. company

Figure 22: The modified security group.
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Running a task

On Unix like operating systems we log in and start the ssh-agent via the following two commands:

e ssh -a -i amazon-hpe-1.pem root@ec2-184-73-144-25.compute-1.amazonaws.com
e eval ‘ssh-agent | grep -vecho®

On Windows machines we should be able to log in using PuTTY as before.

Before distributing a task onto multiple machines we have to specify the machines participating in the
computation. In case of MPI, this is done via a machinefile. Hence we create a machinefile using our
favorite editor (mcedit, vi, ...). This file contains in every line one Private IP Address or Private DNS found
in the description of the EC2 instances.

Finally we can run the distributed task using e.g.

e mpiexec -machinefile /root/machinefile -n 3 /root/dcBP/dcBP -f /root/dcBP/tsukuba.cbp -€ 0 -s
10 -c 10

and copy the result using scp, e.g.
e scp LocalBeliefs.txt user@LocalMachineName:
Note that we specify the absolute paths when running the task.

Also keep in mind that for optimal performance the number of OpenMP threads should be restricted if
hyperthreading is enabled (which was the case for us when using an Amazon client). To this end you have
to uncomment and modify the omp set num threads (8) command in the constructor of the Client
implementation, Client<T>::Client (..) and provide the actual number of cores, i.e. 8 in our case.
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